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Motivation and Goals

• Large Language Models (LLMs) have 

substantial untapped potential for healthcare 

revolution - a topic yet to be comprehensively 

evaluated and fully appreciated. 

• There is a need to explore the efficacy of 

diverse prompting techniques, such as the 

proposed self-questioning prompting, in 

clinical tasks and healthcare settings.

• Assessing GPT-3.5, GPT-4, and Bard in 

diverse clinical language tasks emphasizes the 

evolving role of LLMs in healthcare.

Tasks 

Named Entity 

Recognition

Overview of six biomedical and clinical 

language understanding tasks, encompassing 

eight datasets for experimental evaluation.
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Natural Language 

Inference

Self-questioning Prompting

Construction process of SQP:

1. Extract key details from text;

2. Create targeted questions for understanding;

3. Enrich task context via Q&A;

4. Customize strategy for task-specific outputs.

Prompting Methods Comparison:
Table: Comparison between standard, chain-of-thought, and 

self-questioning prompting.

Performance Comparison 

Figure: Average performance comparison of three prompting 

methods in zero and 5-shot learning settings across three models. 

Error Analysis

Table: Average error type distribution for DDI 

(relation extraction) across Bard, GPT-3.5, and 

GPT-4. Error types are identified manually.

Conclusion

• LLMs exhibit potential in various 

clinical language tasks.

• Task-specific prompts, like SQP, 

enhance LLMs’ understanding and 

response generation.

• LLMs support, not replace, human 

expertise in existing workflows.

Further Questions?
Please don’t hesitate to reach out via 

email: wang603@ucsb.edu

Code is available at: 

https://github.com/EternityYW/LLM

_healthcare
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